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Abstract— The capacity problem in wireless mesh networks  The assignment of channels to a mesh router then becomes
can be alleviated by equipping the mesh routers with multipk ra-  a problem of choosing which channels to assign to which of its
dios tuned to non-overlapping channels. However, channebaign- .- 4ins A simple technique is to ustatic channel assignment

ment presents a challenge because co-located wireless netks . . AR
are likely to be tuned to the same channels. The resulting itease 1OWEVer, with the explosive growth in “WiFi" deployments

in interference can adversely affect performance. This pagr that operate in the same (unlicensed) spectrum as wireless
presents an interference-aware channel assignment algthim and mesh networks, any static assignment will likely result in
protocol for multi-radio wireless mesh networks that address the operation of the mesh on channels that are also used
this interference problem. The proposed solution intelligntly 1, o |ocated WiFi deployments. The resulting increase in
assigns channels to radios to minimize interference withirthe .
mesh network and between the mesh network and co-located interference can degrade the performance of the mesh rietwor
wireless networks. It utilizes a novel interference estimton This paper addresses the channel assignment problem and
technique implemented at each mesh router. An extension to specifically investigates the@lynamic assignment of chan-
the conflict graph model, the multi-radio conflict graph, is used nels in a wireless mesh network. We present a centralized,
to model the interference between the routers. We demonstta  jnterference-aware channel assignment algorithm and recor
our solution’s practicality through the evaluation of a prototype . - . . .
implementation in a IEEE 802.11 testbed. We also report on spond_lng chqnnel assignment protocol almgd at improviag t,h
an extensive evaluation via simulations. In a sample multiadio ~capacity of wireless mesh networks by making use of all avail
scenario, our solution yields performance gains in excess 40% able non-overlapping channels. The algorithm intelligent
compared to a static assignment of channels. selects channels for the mesh radios in order to minimize
interference within the mesh network and between the mesh
network and co-located wireless networks. Each mesh router

Typical deployments of static multi-hop wireless netwgrksitilizes a novel interference estimation technique to meas
called wireless mesh networksitilize routers equipped with the level of interference in its neighborhood because of co-
only one IEEE 802.11 radio. IEEE 802.11 radios are typicallpcated wireless networks. The algorithm utilizes an esi@m
single-channefadios. As a result, single-radio mesh network& the conflict graph model [14], the Multi-radio Conflict
can suffer from serious capacity degradation due to the hattraph (MCG), to model interference between the multi-radio
duplex nature of the wireless medium [10]. routers in the mesh. The MCG is used in conjunction with the

Fortunately, the IEEE 802.11 PHY specification permits thaterference estimates to assign channels to the radios.
simultaneous operation of multipfeon-overlappingchannels.  One potential pitfall of dynamic channel assignment is that
For example, three non-overlapping channels in the 2.4GiHzan result in a change in the network topology. Topology
band can be simultaneously used. The IEEE 802.11a spegtianges can lead to sub-optimal routing and even network
fication allows up to twelve non-overlapping channels in theartitioning in case of node failures. The proposed sofytio
5.0 GHz band. By deploying multi-radio routers in wirelestherefore, ensures that channel assignment does not ladter t
mesh networks and assigning the radios to non-overlappingtwork topology by mandating that one radio on each mesh
channels, the routers can communicate simultaneously withuter operate on default channelA second potential pitfall
minimal interference in spite of being in direct interfecen is that channel assignment can result in disruption of flows
range of each other. Therefore, the capacity of wirelesshmaghen the mesh radios are reconfigured to different frequesnci
networks can be increased. To prevent flow disruption)ink redirection is implemented

In equipping routers with multiple radios, a naive strgtegat each mesh router. This technique redirects flows over the
would be to equip each router with the number of radios equddfault channel until the channel assignment succeeds.
to the number of orthogonal channels. However, this styateg We evaluate our proposed solution through simulations in
is economically prohibitive due to the significant nhumbeQualnet. We utilize the Optimized Link State Routing (OLSR)
of non-overlapping channels. Furthermore, small formdac protocol [8] and the Weighted Cumulative Expected Trans-
embedded systems used for manufacturing routers suppuission Time (WCETT) metric [9] for route selection. We
only a limited number of radios. Consequently, using all-nomlemonstrate the practicality of our proposed solution hia t
overlapping channels on a mesh router is still not a viab&valuation of a prototype implementation in a multi-radio
option. IEEE 802.11b testbed.

I. INTRODUCTION



A. Research Contributions

To the best of our knowledge, ours is the first solutio
to address the problem of dynamic channel assignment i
wireless mesh networks in the presence of interference from
co-located wireless networks. A key goal in the design of the () (b) (©)
proposed solution has been to make the solutomenable
to easy implementationsing currently availableradios. This
differentiates our work from several proposed solutiong-(s o S
veyed in Section 1X) which require either specialized as y&f flows. This is clearly seen in Figure 1(c). When node C
unavailable radios or knowledge about the network such IS, the four node network is partitioned into three diéet
anticipated traffic patterns and the specific paths to betsad clusters. Rec_onnectlon of the network would require comple
by network flows. synchronization schemes to be implemented at the mesh

Specifically, the contributions of this paper are as follows™Uters [25].

o . Second, topology alterations can resulsub-optimal routes
» A dynamic, interference-aware channel assignment Iétween node pairs with respect to some metric, such as
gorithm that minimizes interference between the me%ﬂ P P '

network and co-located wireless networks. roughput, delay, or reliability. To illustrate how thisarc

. ) . . occur, consider again Figure 1(a). Node A can communicate
« A multi-radio conflict graph, an extension to the well-" .
. : with node B on a one hop path. After channel assignment, A

known conflict graph model, to model the interference . . .
an communicate with B only over a two hop path via C, as

ig;]orgz?worbketween multi-radio routers in a WIreIeSéhown in Figure 1(b). Selection of a path with a higher hop-

« A novel interference estimation scheme that routers u 8unt Is not preferred for three reasons: (1) longer, fragye
: ) : . . Iversified paths often yield worse performance than shorte
to estimate the interference level in their neighborhoods

« A link redirection protocol that prevents the disruption oﬁathS; (2) the m_terference foot-pnrlt of a flow on a hlgher_
: . op-count path is naturally greater; and (3) a longer path is
flows during channel assignment.

A . .. more prone to failure. Note, however, that we do not claim
» A comprehensive performance study that shows SlgnlEat all longer paths are likely to perform poorly compared t
cant throughput improvements in the presence of varyi gerp yop poorly P

interference levels, which are validated through empiiric %o_rter paths becal_Jse the performance of eaCh path aivernat
measurements on a prototype implementation. Is likely to vary with facto_rs_ such as tra_fnc pattern, node

placement, radio characteristics, and terrain. Neveztslwe
B. Paper Outline stress that it is challenging to accurately predict, in pcag

The remainder of the paper is organized as follows: Sewhich channel assignment alternative and resulting neéwor
tion Il discusses the effect of channel assignment on n&Pology configuration will yield optimum performance.
work topology. In Section Ill, we formulate the channel The third drawback of altering a network’s topology is that i
assignment problem. Section IV describes our interferen@fects existing flows. For example, let us assume thatdink
estimation technique and the multi-radio conflict graph elod In Figure 1(b) is assigned a new channel. The process of
In Section V, we present our centralized channel assignmé&h@nnel assignment must be accurately coordinated; otsesrw
algorithm. We discuss the challenges we addressed during 8S€s may arise where one radio on the link switches to the
development of our prototype implementation in Section V€W frequency but the second radio does not because a control
Section VIl presents results from our simulation-basedusva Message is either lost or delayed. Consequently, any flows
tion, while results from our prototype evaluation are praed from D to the rest of the network that existed at the time of the
in Section VIII. In section 1X, we summarize related workgan channel assignment are disrupted during the switch. Owerco
Section X concludes the paper. ing such cases is challenging in practice because configarat

of the radios requires time-synchronized coordinatiomveen

Il. CHANNEL ASSIGNMENT ANDNETWORK TOPOLOGY  the mesh routers during channel assignment.

In a multi-radio mesh network, channel assignment to radiosBecause of these drawbacks associated with network topol-
can alter the network topology. Consider the example foogy changes, we advocate that topology alterations shauld b
node topology in Figure 1(a). Here, node C is equipped witivoided. We mandate this by requiring that all routers in the
three radios and the other nodes (A, B, and D) have one radiesh network designate one of their radios to bdefault
each. Each link in the figure is labeled with its channel numbeadio interface This default radio is of the same physical
Figure 1(a) illustrates the topology when all radios areetlin layer technology, either 802.11a, 802.11b, or 802.11g,iand
to channel one. Figure 1(b) illustrates the change in nétwadiuned to a common channel throughout the mesh. dédfault
topology after channel assignment. channelcarries both control and data traffic.

Alterations in the network topology have three main draw- This strategy has several advantages. First, it prevents
backs. First, subsequent node failures have a higher pildpab changes in the topology of the network because routers will
of causing network partitions. Consequently, portions tef t discover otherwise disconnected neighbors by communigati
mesh may become unreachable, resulting in the disruptiover the default radio interface. Second, overcoming node

Fig. 1. Network topology with varying channel assignments.



failure is simplified because a router will be able to choos
alternate paths to route around a failed node. Third, thérrgu

protocol will now have the option of selecting a path that i
not frequency diversified if it has better performance cha
acteristics than a frequency diversified alternative. Asnalfi

advantage, any disruption of flows during channel assighme
can be avoided byedirectingflows over the default radio until

the assignment completes. The redirection technique tedur

elaborated in Section VI. We consider the reassignmenteof t
default channel in Section VI-D.

The channel assignment algorithm we propose in this paj
is designed for wireless mesh networks. Routers in su
networks are stationary. However, user devices, such &sdap
and PDAs, can be mobile. Such devices associate with rout
that also function as access points.

Figure 2 illustrates our model of a multi-radio mesh net-
work. In our model, the mesh routers are assumed to be,
equipped with multiple IEEE 802.11 radios, such as 802.11a,
802.11b, or 802.11g. The routers need not all be equippdd wit
the same number of radios nor do they need all three types
of radios. Depending on the number of radios at each mesh
router, we classify the routers into two categories: (1) iAul
Radio mesh routers (MRs); and (2) Single-Radio mesh routers
(SRs). We mandate that each MR and SR in the network be
equipped with one radio, called tliefault radiq which is of
the same physical layer type, e.g. 802.11b, and tuned to the
same channel as motivated in Section Il

At least one router in the mesh is designated gat@way
The gateways provides connectivity to an external netwiork.
order to simplify the explanation of the channel assignment
solution, we assume the presence of only one gateway. Access
Points (APs) provide connectivity to user devices and are co
located with mesh routers. A majority of the traffic within
the mesh is either from the user devices to the gateway or
vice-versa. This traffic pattern is typical in wireless mesh
deployments. Because the traffic pattern is skewed to-end-f
the gateway, the paths taken by the resulting flows are lik
to form a tree structure in which the gateway is the “roott’
and the user devices are the “leaves”. Traffic flows will likel
aggregate at routers close to the gateway. Therefore, ierord
to improve overall network capacity, it is preferable to qda
MRs close to the gateway and in regions of the mesh thn
are likely to experience heavy utilization. It is importahat

PROBLEM FORMULATION

Multi-Radio wireless mesh architecture.

Fig. 2.

Minimize interference between routers in the meish
satisfying this goal, three sub-goals need to be achieved.
First, the CAS should satisfy the constraint that for a link
to exist between two routers, the two end-point radios
on them must be assigned a common channel. Second,
links in direct communication range of each other should
be tuned to non-overlapping channels. Third, because of
the tree shaped traffic pattern expected in wireless mesh
networks, channel assignment priority should be given to
links starting from the gateway and then to links fanning
outwards towards the edge of the network.

Minimize interference between the mesh network and
wireless networks co-located with the mebkhsatisfying

this goal, the CAS should periodically determine the
amount of interference in the mesh due to co-located
wireless networks. The interference level is estimated by
individual mesh routers. The CAS should then re-assign
channels such that the radios operate on channels that
experience the least interference from the external radios

Given these goals for the channel assignment algorithm,
xt we present details on interference estimation anditesc
he interference modeling technique.

IV. INTERFERENCEESTIMATION AND MODELING

This section presents an overview of the interference astim

procedure. Implementation details are left to Sechihn

This section also introduces thdulti-radio Conflict Graph

the placement occur after carefuttwork planningn orderto  (MCG) model.

optimize network performance, reduce equipment costs, and
address logistical constraints.

A. Interference Estimation

The dotted lines in the figure illustrate links between MRs The goal of interference estimation is to periodically mea-
that are tuned to non-overlapping channels. In our exampsire the interference level in each mesh router’'s enviraime
five such channels are used. A sixth channel, indicated Bgcurate measurement, however, is challenging and regjuire
solid lines, is the default channel. The Channel Assignmethiat expensive hardware be used [1].

Server (CAS), which is co-located with the gateway in the Instead, as an approximation, we rely on the number of

figure, performs channel assignment to radios.

interfering radioson each channel supported by each router

In assigning channels, the CAS should satisfy the followirggs an estimation of interference. An interfering radio ifirded

goals:

as a simultaneously operating radio thavisible to a router



butexternalto the mesh. A visible radio is one whose packet(s) @ @
pass Frame Check Sequence (FCS) checks and are theref‘ ’

correctly received. We assume that the CAS informs the route e
of radiosinternal to the mesh. The information could consist
of an IP address range or an exhaustive list of all radio MAC \

addresses in the mesh. @

One caveat to the above estimation procedure ischuater-
sensingradios, i.e., those radios that are within an estimating @ ()
router’s carrier sensing range but outside its receptiolyea Fig. 3. (a) A simple network topology;. (b) Corresponding conflict graph,
will not be accounted for in the estimation. This is becaugeé (c) Corresponding multi-radio conflict grapf’.
packets transmitted by such radios will fail FCS checks
performed by the router. However, carrier-sensing radiay mcalculation. We set the duration of the packet capture teethr
still interfere with the router. Our interference estinoati seconds in our implementation. The three second duration is
technique does not consider such radios for two reasofsgge enough to allow for the averaging of the variations in
First, recent studies [12], [24] suggest that current IEEfer second measurements and is small enough to enable the
802.11 MAC implementations are overly conservative inrtheinterference estimation to complete quickly.
carrier sense mechanism and often overestimate the adversgach mesh router then derives two separate channel rank-
impact of interfering radios. Therefore, even in the pr&senings. The first ranking is according to increasing number
of multiple carrier-sensing radios, the performance degtian of interfering radios. The second ranking is according to
due to carrier-sensing neighbors may not be as severeim&easing channel utilization. The mesh router then merge
previously understood. Second, even if we were to incotgorahe rankings by taking the average of the individual ranks.
carrier-sensing radios in our interference estimatioutsmh, The resulting ranking is sent to the CAS.
it is impossible to determine the presence of such radios )
using commodity hardware because of the inability of curreR- Interference Modeling
firmware implementations to identify thémSanzgiri et al.  Conflict graphs are used extensively to model interference
propose to use specialized hardware to overcome the firmwarecellular radio networks [14]. A conflict graph for a mesh
limitations [22]. Such hardware are likely to be availabfe inetwork is defined as follows: consider a graph,with nodes
the future and can be leveraged when available. corresponding to routers in the mesh and edges between the

Measurement of only the number of interfering radios, howtodes corresponding to the wireless links. A conflict graph,
ever, is not sufficient because it does not indicate the amoun, has vertices corresponding to the links Ghand has an
of traffic generated by the interfering radios. For instarte® edge between two vertices ifi if and only if the links inG
channels could have the same number of interfering radibs li@noted by the two vertices ifi interfere with each other. As
one channel may be heavily utilized by its interfering radican example of a conflict graph, Figure 3(a) shows the topology
compared to the other. Therefore, in addition, each mesierouof a network with four nodes. Each node in the figure is labeled
also estimates the channel bandwidth utilized by the iater§ with its node name and its number of radios. Figure 3(b) shows
radios. the conflict graph.

The interference estimation procedure is as follows: a meshAt a first glance, the problem of assigning channels to
router configures one radio of each supported physical layigtks in a mesh network appears to be a problem of vertex
type to capture packet®n each supported channel for a smattoloring the conflict graph. However, vertex coloring fdits
duration. The router uses the captured packets to measasggign channels correctly because it does not accountdor th
the number of interfering radios and per second channgnstraint that the number of channels (colors) assigriatde
utilization. The number of interfering radios is simply theouter must be equal to its number of radios. As an example of
number of unique MACs external to the mesh. The utilizatiowhy this is the case, let us assume that the four verticesein th
on each channel due to the interfering radios is computed fr@¢onflict graph shown in Figure 3(b) are each assigned one of
the captured data frames by taking into account the packkiee different channels using a vertex coloring algoritfinis
sizes and the rates at which the packets were sent [13]. Theans that the two radios represented by each vertex in the
overhead of the MAC layer is accounted for in our utilizatioronflict graph operate on the frequency assigned to thagxert

lwireless devices, such as ones using the Prism 2/2.5 chipseietimes This |mpI|e_s that node" in the !”us.tra.ted neMork opergte_s
allow the capture of packets transmitted by carrier-sensamlios that fail the ON three different channels, which is impossible because it
FCS check. This mechanism at first might suggest a technigudentify ~equipped with only two radios.

e o o peen = b mae _ The_confictgraph does not_correctly model routers

faulty. equipped with multiple radios. Therefore, we extend the
2packet capture mode as implemented on currently avail&#E1802.11 conflict graph to model multi-radio routers. In the extended

radios cannot capture packets frorr_] radios, such as corplesses or Blue- model, called the Multi-radio Conflict Graph (MCG), we

tooth devices, that use other physical layer technologiés.note, however, . . .

that the interference foot-print of such devices is likadybe small. Software- represent edges between the mesh radios as vertices instead

defined radios are likely to address this limitation in theufa. of representing edges between the mesh routers as versices a




in the original conflict graph. To create the MC@;, we first al. propose an empirical technique to detect interferingme
represent eaclhadio in the mesh network as a vertex @& links [17]. This technique can be more accurate because of it
instead of representing routers by vertices as/inTherefore, empirical nature, however, takes a long time (several Hdors
in the above example, nodg is represented by two verticescomplete. We are currently investigating approaches tedpe
in G’ corresponding to its two radios instead of just one vertayp this technique. In the meantime, we leverage the two hop
in G. The edges inG’ are between the mesh radios insteashodel in our work.
of the mesh routers as i@. We then represent each edge in After constructing the MCG, the CAS uses the BFS-CA
G’ using a vertex inF’. The edges between the vertices imlgorithm to select channels for the non-default radiosceOn
F’ are created in the same way the original conflict graph ke channels are selected for the mesh radios, the CAS
created, i.e., two vertices i’ have an edge between eaclinstructs the routers to configure their radios to the newly
other if the edges i’ represented by the two vertices i  selected channels. To simplify the explanation of the ckann
interfere with each other. As an example, Figure 3(c) showelection procedure in this section, let us assume for nedv th
the multi-radio conflict graph of the network shown in Figuréhe mesh radios are reconfigured at the same time. We address
3(a). In the figure, each vertex is labeled using the radias ttthis assumption in Section VI-D, where we provide details on
make up the vertex. For example, the vertek— 1: C —2) the specific protocol used to re-assign channels.
represents the link between the first radio on routeand the  The default channel selection procedure is presented next
second radio on router. followed by a detailed description of the BFS-CA algorithm.
When using a vertex coloring algorithm to color the MCGThe CAS periodically invokes the channel selection procedu
we impose an important constraint: on coloring any MCG vesummarized above to cope with the varying nature of interfer
tex, all uncolored vertices in the conflict graph that cam&mity ence in the mesh. This section ends with a discussion of the
radio from the just-colored vertex be removed. For examplperiod of invocation and its implications.
after assigning a color to vertefd — 1 : C' — 2) in Figure )
3(c), all vertices containing eithet — 1 or C' — 2 should be B- Default Channel Selection
removed from the conflict graph. This is required to ensure The CAS chooses the default channel using the rank of a
that only one channel is assigned to each radio in the meagtannelg, for the entire meshi.. R, is computed as follows:

network. ;
>, Rank
V. CHANNEL ASSIGNMENTALGORITHM ¢ n
A. Overview wheren is the number of routers in the mesh aRdnk’, is

The channel assignment problem for mesh networks tise rank of channet at routeri. The default channel is then
similar to the list coloring problem, which is defined aschosen as the channel with the ledst value. The intuition
follows: given a graph(G = (V, E), and for everyv in V, behind this metric is to use the least interfered channehas t
a list L(v) of colors, is it possible to construct a valid vertexdefault channel in the mesh. Using such a channel satisfies
coloring of G such that every vertex receives a color from our goal of minimizing interference between the mesh and
the list L(v)? The list coloring problem is NP-complete [21].co-located wireless networks.

Therefore, we rely on an approximate algorithm for channel )

assignment. Our algorithm, called the Breadth First Searth Non-Default Channel Selection

Channel AssignmenBFS-CA algorithm, uses a breadth first In this phase, the CAS uses the neighbor information
search to assign channels to the mesh radios. The searcisbetpllected from all routers to construct the MCG. Neighbor
with links emanating from the gateway node. The rationaleformation sent by a router contains the identity of its
behind the use of breadth first search is intuitive: by usimgighbors, delay to each neighbor, and interference eténa
breadth first search, we satisfy our goal described in Settio for all channels supported by the router’s radios. Sectién V
of giving channel assignment priority to links startingrito C details the calculation of link delay performed by mesh
the gateway and then in decreasing levels of priority todinkouters. The CAS associates with each vertex in the MCG its
fanning outward towards the edge of the network. corresponding link delay value. The CAS also associatds wit

Before using the BFS-CA algorithm, the channel assignmegeich vertex a channel ranking derived by taking the averbge o
server (CAS) obtains the interference estimates from thehmehe individual channel rankings of the two radios that mage u
routers. It then chooses a channel for the default radios. Tthe vertex. The average is important because the assigrahent
default channel is chosen such that its use in the mesh nietwarchannel to a vertex in the MCG should take into account the
minimizes interference between the mesh network and qareferences of both end-point radios that make up the vertex
located wireless networks. The CAS then creates the MCGFor all vertices in the MCG, the CAS then computes their
for the non-default radios in the mesh. We use a two hajistances from the gateway. The distance of an MCG vertex is
interference model to create the MCG. In this model, twihe average of the distances from the gateway of the two sadio
mesh links are interfering if they either have a common routéhat make up the vertex. The distance of a radio is obtained
or are separated by a hop as determined from the neighlfrmm beacons initiated by the gateway. A beacon gateway
information sent by each mesh router to the CAS. Padhyeagtvertisemenbroadcasted hop-by-hop throughout the mesh.



Algorithm 1 BFS-CA Algorithm

1: LetV = {v|v eMCG}

MCG. This step is needed to satisfy the constraint that only
one channel is assigned to each radio. The radios in the list

% Whﬂgt 20; /;\I,TIBY?rets't i%i)éoi'n‘t ?%V} do of ver_tices the}t do not belong to the just—_assigned vertex ar

4: Q= {vlv eV andnot Vi si t ed(v) andhopcount (v) == h} tentativelyassigned the latter’s channel (Line 19).

gi \?v?lgltte(g)ze(Q) > 0do In lines 20-21, vertices at the next level of the breadth first

7: Veurrent = I €MOVeHead(Q) search are added tQ). These vertices correspond to links

§  fvisited(veurren then that fan-out from the gateway towards the periphery. To find

10: end if such links in the MCG, two steps are performed. In the first

11: Vi Si t (Veurrent) . . . . .

o VL (T E MGG andedgel nMOG(, veurrent) == TRUE} ;cstep (Line 20), the router from th_e just aSS|.gned vertex itha

13: permanently assign highest ranked C: hanrfedbm v...ren:'s chan- Tarthest away from the gateway is chosen; the farthest route

nel rar{l;ing that does not conflict with;, {u; € V» and0 < i < is the router with the higher hop-count of the two routerd tha

IR Y2 RO make up the just-assigned vertex. In the second step (Line

15: Ee;manently assign random channebt@rrent 20), all unvisited MCG vertices that contain a radio belowggi

16: end i s e

17" L = {v|v EMCG andv contains either radio from.rren} to the farth_est router are add_ed to the li%tgil. This list _

18: removeVerti cesl nLi st Fr omVOG(L) is sorted (Line 22) by increasing value of the delay metric

19: tentatively assige to radios inL that are not part Obcyrrent i i i Ari i

20: Letry be router with interface incurrent that is facrthtres? away to give higher pr_|0r|ty t,o b,ener links that _emanate from the

from gateway farthest router. Finally, in line 23, the vertices fraftuil are

2L IhteérfTafélé f:ro“rf]t of all activev (v € MCG) such thatv contains an  added toQ). The above described algorithm continues until all

29 sort (T) " vertices in the MCG are visited. In line 25, any radio that is

5431: fédd;_(l)QJeue(Q, Tail) not assigned a permanent channel during the search, because

:end while . - . A .

25:  permanently assign channels to radios that are unass@permanent vert_|ces containing It were deleted 'r_] line 18{ 1S permgiy_renF
%hanhnlel. assigned one of the channels tentatively assigned to inén li

26: end while

19.
Once channel assignments are decided, the CAS notifies the

mesh routers to re-assign their radios to the chosen channel
Each beacon contains a hop-count field that is incrementedre exact protocol is described in Section VI-D.

each hop during its broadcast. The distance of a router fhem t

gateway is the shortest path length of a single beacon iosta®- Channel Re-assignment Strategy

received by the router over all paths. The router commuegat To adapt to the changing interference characteristics, the

the distance to the CAS via periodieartbeatmessages sentCAS periodically re-assigns channels. The periodicityetefs

every minute in our implementation. ultimately on how frequently interference levels in the mes
Algorithm : Once the average distances are computed, thetwork are expected to change. If a large number of interfer

CAS uses theBFS-CAalgorithm to assign channels to theing devices in the vicinity of the mesh network are expected

mesh radios. The algorithm is summarized in Algorithm %o be short-lived, the invocation rate should be increaau.

The algorithm starts by adding all vertices from the MCGhe other hand, if a majority of the interfering devices are

to a list, V' (Line 1). It does a breadth first search of thdikely to be long-lived, the invocation rate can be decrease

MCG to visit all vertices and assign them channels. The $eans our implementation, we have set the rate to ten minutes. We

starts from vertices that correspond to links emanatingnfrobelieve this rate results in a good tradeoff between interfee

the gateway (Lines 3, 4). In line 3, the smallest hopcouatiaptation and mesh radio reconfiguration. Nevertheless, w

vertex is determined of all vertices in the MCG. In line 4expect the network operator of a mesh network to choose a

all vertices with distance equal to the smallest hop couet atate to best suit the target deployment.

added to a queud). If vertices correspond to network links

emanating from the gateway, their hop count0i§. These VI.

vertices are then sorted by increasing delay values (Line 5) In the earlier sections, we omitted details on several im-

This sort is performed in order to give higher priority to theplementation specific steps, such as the channel estimation

better links emanating from the shortest hop count routes (tprocedure, link delay estimation, and the channel assighme

gateway for the first BFS iteration). process. This section describes the implementation aspéct
The algorithm then visits each vertex @ (Line 11) and these steps as they become critical when BFS-CA is used in

permanenthassigns them the highest ranked channel that dgasctice.

not conflict with the channel assignments of its neighbors o

(Line 13). If a non-conflicting channel is not available, a+a A Interference Estimation

domly chosen channel is permanently assigned to the vertexEach mesh router performs interference estimation by cap-

Note, however, that the default channel is never assignede O turing packets from the medium. To capture packets, we use a

a vertex is assigned a channel, all vertices that contalreeit special operating mode supported by typical radio hardware

radio from the just-assigned vertex are placed in alidfl.ine called the RFMon mode. This mode allows IEEE 802.11

17). In line 18, all vertices fromL are removed from the management frames and regular data frames in the medium to

| MPLEMENTATION CONSIDERATIONS



be captured. The management frames are periodically trapacket on the links is the size of the packet (set to 1024 bytes
mitted (typically every 100 msec) by devices that implemeimt our implementation); and is the bandwidth of the link.
the IEEE 802.11 specification. We do not use the typickbr the etz metric, we set the broadcast probe size to 1024
promiscuous mode supported by the radios because that mbygees and probe rate to one secoatl: is calculated every
only sniffs data frames and does not sniff IEEE managemelfi seconds. The link data ratig,is determined using packet
frames. Consequently, devices that do not transmit any datzr probing [15]. The packet pair is of size 134 bytes and
packets during the capture period will not be discovere@200 bytes respectively and is sent every minute. We choose
The RFMon mode provides information about each packéfie minimum of ten samples to estimdte
such as the rate at which it was sent and the size of tBe
packet. It derives this information by interpreting phydic ) o )
layer information associated with the packet and theredare Channella55|gnn.1ent is different for non-def_ault radios and
provide the information even if layer 2 encryption is used tg€fault radios. Assignment of non-default radios can happe
conceal the contents of the packets. The captured packets'4ihout flow disruption by invoking link redirection. To per
then used to measure the number of interfering radios and {REM the assignment, the CAS simply sends a message to the
bandwidth consumed by those radios. router Wr_l(_)se radios need to be reconfigured. The CAS Walts
Radios, when placed in RFMon mode, cannot transmit da.fPJ a positive acknovx./ledgm.ent from the.routerfor a smqlldlm
packets for the duration of the sniffing. This is because sofferval (5 seconds in our implementation). If the routelsfa
commercial radios, such as those utilizing the Prism 2/2l8 acknowledge the message, the CAS sends the message up-to

chipset, cannot perform packet transmission in REMon mocfye times In our |mplementat|on. As soon as a router receives

Even if radios can transmit in RFMon mode, such as ones Jff€ channel assignment message, it invokes link redimectio

lizing the Atheros chipset, because the interference esiam PY following the protocol described in Section VI-B. It then
at each router occurs independently of its neighbors, terelnitiates configuration of its radios. After the assignment
no guarantee that two radios will be on the same channelGAMPletes and the neighboring radio on the link is confirmed
order to communicate successfully. Therefore, any flow thift P& active, redirection stops. In our implementation, \e u
uses a radio temporarily in RFMon mode will be disrupted® Ping utility to confirm that the link is active.

To prevent flow disruption, we udak redirection described In or(_j_er to assign the default radio channel, we assume the
next. availability of a reliable broadcast protocol [18] that che

utilized to notify all mesh routers about the new assignment
B. Link Redirection However, during configuration of the default radio, there is

Link redirection is achieved when a flow intended for Q0 guarantee that existing flows will not be disrupted. If ow

router's non-default radio is redirected to the routeranét 2N réach a destination entirely using non-default radiase

radio instead. Link redirection is invoked in two cases: (1j0ws will not be disrupted. Flows that must use the default

when a router's intended transmitter is incapable of deilige radio channel, on the other hand, will be disrupted until the
packets, and (2) when the intended receiver on the neigh@orponfiguration completes. However, we expect the assignment
router is incapable of receiving packets. Redirection isitde  ©f the default radio channel to occur less frequently than

because the default radios on all routers operate on thellefd0" the non-default radios. This is because the interfezenc
channel. level of the currently used default channel has to increase

Our link redirection protocol is as follows: whenever éhroughout the large deployment area of the mesh network

radio has to change its state to inactive, it broadcasts @ (he average interference metric presented in Sectid V-
INTERFACE-INACTIVE message every second for three sed2 Increase enough to require re-assignment.
onds before it changes state. The multiple broadcasts al- VII. SIMULATIONS

low for any message losses. Any neighbor that receives therpg gpjective of the simulation-based evaluation is to snde
INTERFACE-INACTIVE message deletes the address of th,n the behavior of our BFS-CA algorithm and protocol in
soon-to-become inactive radio from its routing tables. ©ngyge_scale networks. We consider four large-scale tagieto

the deletion occurs, link redirection is invoked until thelio  \ye vary the traffic patterns and the amount of external ieterf
becomes active again. We simply rely on the routing protocgl,ce in three different network scenarios. In our evaluetio

to notify that a radio has become active. we compare BFS-CA against a static channel assignment.
In this section, we first describe the simulation environtnen

We then present the four network topologies followed by a

‘We measure link delay using the Expected TransmissigRscription of the three scenarios used in our evaluatid/es.
Time (ETT) metric [9]. ETT of a link is derived from the onq this section by presenting the results.

link's bandwidth and loss rate. Due to space constraints, we . i

specify below only the values of various parameters used Ao Simulation Environment

calculateET'T. A more detailed description of the metric can We use Qualnet for our simulations. We utilize the Op-
be foundin [9]. ETT of a link is given ag{x * s/b) whereetx  timized Link State Routing (OLSR) protocol [8] for rout-
is the expected number of transmissions necessary to sendgawithin the mesh network and the Weighted Cumulative

Channel Assignment Protocol

C. Link Delay Estimation



Expected Transmission Time (WCETT) metric [9] for route 1200
selection. OLSR uses an optimized flooding mechanism to 1000
flood link state information in the network. WCETT is a
routing metric designed for multi-radio, multi-hop wirske 800 m m {
networks. The metric computes an estimate of the time taken t 600 ]
transmit a packet on a path based on the estimated bandwidth Data H [
and reliability of individual links on the path and the fremcy 400 LJ
diversification of the path. 200 MR ]
. L. . . ¢ . Interference
WCETT relies on the ETT metric introduced in Section VI NS - A
to measure the expected delay on a path. To support the ETT % 300 600 900 1200 1500 1760
metric, we implemented packet pair probing and broadcast Time (seconds)
ﬂOOding as described in Section Vl-ﬁln the WCETT metric Fig. 4. CBR Throughput in a four node network. “S” indicatesripdic
can be changed to vary the weight given to the path delierference estimation by the non-default radios at eamten’A” indicates
and frequency diversification parameters in the metric. ‘e $12nnel assignment by the CAS,
8 to 0.5 which results in a good tradeoff between the two
parameters during path selection [9]. channel assignment occurs at 600 s. Just before 900 s, a lower
OLSR link state information disseminated in the mesh [t rate stream is started between two interfering nodeg Th
overloaded to contain link delay (ETT) values and the chinrigterfering nodes are co-located with nodes 3 and 4 and tpera
numbers on which links operate. We also modified OLSR ®&0 the same channel as used by the link between 3 and 4.
use source routing because it simplifies WCETT support frigure 4 shows the throughput activity at the destination in
OLSR. We set th C.REDUNDANCYprotocol parameter in terms of number of packets received per second.
OLSR in order to increase the number of paths available inBefore 600 s, node 4 receives just more than 200 packets
the mesh network. per second from node 1. However, at 600 s, the CAS assigns
In order to support the RFMon mode in our simulationghe radios at nodes 2, 3, and 4 to non-overlapping channels.
a radio in sniffing mode is prevented from transmitting anfgonsequently, the number of packets received at node 4
packets. We also simulate the layer 2 beaconing of IEBECreased to about 1000 packets per second. At the time
management frames through the implementation of a bdadicated by “S” in the figure, the non-default radios pemnfor
coning module that transmits a management frame every lipterference estimation. Therefore, the number of packets
milliseconds. All radios are IEEE 802.11a radios, supp@rt received at node 4 at the indicated times drops from about
channels, and use auto-rate fallback. The two-ray projmagat1000 packets per second to a little more than 200 packets per
model is used with Rayleigh fading. The transmission pow&gcond. Note that the number of packets delivered per second
for the 802.11a rates is set to 18 dBm. RTS/CTS is disablgtever drops to zero. This is because the nodes implement link
To make our simulations as accurate as possib|e, we imp[@direction as described in Section VI-B. Just before 9065,
ment interference estimation, link redirection, and tharofel interfering stream is introduced. Consequently, the nunalbe
assignment protocol as described in Section VI. Interfag@ckets received at node 4 decreases. The non-defaulsradio
estimation occurs every 5 minutes. The time spent estimatiait nodes 3 and 4 detect the interference at 1018 s and send
interference on each channel is set to 3 seconds. Therefdfgir interference estimates to the CAS. At 1200 s, the CAS
the total time spent by a radio in RFMon mode is equ&g-assigns the channel of the link. The figure illustrates th
to 36 seconds (12 times 3). The CAS invokes the BFS-O&sulting improvement in throughput.
algorithm every 10 minutes. All nodes in our simulation are )
synchronized in time although this is not required for BF&-c B: Network Topologies
to operate correctly. We now describe the four topologies used in our large-scale
Before describing the results from our set of simulationgyaluation. Each topology consists of 30 routers distatuh
we first describe results from a simple topology to validae t a terrain of 500x500 meters. Our choices for the number of
correct operation of our algorithm. The topology is a “linka routers and the terrain size are typical in large-scald;weald
topology consisting of four nodes. Node 1 is equipped wittheployments [5]. In topologies 1 and 2, the physical terigin
one radio, nodes 2 and 4 with two radios, and node 3 with thrdiided into a number of cells. Within each cell, a router is
radios. Node 1 sends an 8 Mbps CBR traffic stream consistiplaced randomly. In generating the two topologies, we used
of 1024 byte packets to node 4 that starts at 30 seconds different seed values. The two topologies reflect real-sorl
continues until the end of the test at 1760 seconds. Node 4eployments where mesh routers are uniformly distributed f
designated as the CAS. maximum coverage. Topology 3 is a grid topology where the
At the start of the simulation, all the default radios areter-router spacing is 75 meters. We consider a grid tagplo
configured to operate on a common channel. However, thleorder to evaluate BFS-CA in a densely populated topology.
non-default radios are each configured to operate on differd-or topology 4, we choose a randomly generated topology to
channels. Therefore, the only path from node 1 to the gatewawaluate BFS-CA performance in an unplanned deployment of
at the start of the simulation is on the default mesh. The fingiuters.

Packets Received




The router approximately in the center of each topology hannel. Finally, the gateway and the multi-radio routers
designated as the gateway. The number of radios per routkrsest to the gateway tune their third non-default radio to
is chosen such that routers close to the gateway are equippetiird non-overlapping channel.
with more radios than ones farther away. The gateway node
is equipped with four radios. Three routers, chosen from & Results
routers one hop away from the gateway, are each also equippebh scenario 1, we evaluate the throughput improvement
with four radios. Six routers, chosen from the routers twpso gained by utilizing multi-radio routers instead of singéeio
away from the gateway, are each equipped with three radioguters for each of the network topologies. Figure 5(a)9lot
Six more routers at three hops from the gateway are equipgbeé mean throughput of the ten FTP transfers in a singlesradi
with two radios. Remaining routers are single-radio rositermesh network, in a multi-radio mesh network with BFS-CA,
The selection of multi-radio routers is done manually inesrd and in a multi-radio mesh network with static assignment.
to comply with the router placement strategy discussed The throughput improvement with multiple radios is greater

Section llI. than 200% for topology 1 and greater than 100% for topolo-
] gies 2 and 3. The throughput improvement for topology 4,
C. Network Scenarios however, is only about 33% with the BFS-CA scheme and

We consider three network scenarios in our evaluation. approximately 54% with the static multi-radio scheme. In
the first scenario, we evaluate the throughput improvemenpology 4, the multi-radio routers are less likely to be on
obtained by utilizing multi-radio routers instead of siegl paths to the gateway because they are randomly distribated i
radio routers. Ten randomly chosen routers at the periphdhe terrain space.
send data in two minute FTP transfers to the gateway. TheMore notably, Figure 5(a) indicates that in topolo-
scenario lasts for forty minutes. Therefore, multiple am@n gies 2, 3, and 4, the static multi-radio scheme performsbett
assignments occur in the network. This scenario is designibén BFS-CA by about 8%, 5%, and 15% respectively. This
to be an “ideal” scenario in which: (1) there is no inter-flovis because BFS-CA improves throughput by tuning individual
interference in the network; and (2) there is no interfeeendinks to non-overlapping frequencies. Because of thigexyg
from external networks. To satisfy the first requirementheathe opportunity to find channel-diversified paths is lesstha
source begins transmission 30 seconds after the previauith the static scheme where regions of the mesh network
one has stopped; the first source starts 620 seconds into dhe tuned to non-overlapping frequencies. Therefore, thi¢h
simulation to allow for the first channel assignment to occustatic scheme, the opportunity to choose channel-divedsifi
To satisfy the second requirement, we do not co-locate apgths is better. As a result, the static scheme performsrbett
external nodes. In order to verify the above reasoning, we computed the

For scenario 2, we again consider a network setting ®hannel Diversity Extent (CDE) of all flows with the two
which there there is no external interference. Howeverikanl schemes. The CDE of a flow is obtained by taking the average
scenario 1, we let multiple flows within the mesh interferéhwi of the CDEs of all paths traversed for the flow; a flow can
each other. The traffic is generated by the same set of sourtaserse multiple paths because of variations in a link’'sSTET
as chosen in the first scenario. Furthermore, the sources stalue, which can result in path changes. The CDE of a path
at the same times as in scenario 1. However, they do not steplefined as the ratio of the number of channels used in the
transmitting until the end of the simulation (forty minutes path to its hop-count. For example, if a 4 hop path makes use

For scenario 3, we consider a general network setting @f 4 channels, its CDE is 1. On the other hand, if the path
which there is inter-flow interference as well as interferen makes use of only 1 channel, its CDE is 0.25. A path with a
from external networks. To create this scenario, we takkegh CDE is generally preferred over a path with a low CDE.
scenario 2 and introduce interfering nodes in multiples ap4 A TCP flow is bi-directional due to acknowledgments and is
to a total of 28 interfering nodes in each of the four topoémgi considered as two flows in our calculations.

The nodes are organized into sender-receiver pairs. Eacispa Figure 5(b) is a scatter plot of the CDEs of all flows for
randomly distributed in the terrain space. A sender fromheathe two multi-radio schemes. Thevalue of each point in the
pair transmits a 8 Mbps CBR stream consisting of 1024 bypdot is the CDE of a path with BFS-CA, and thevalue is
packets in 10 minute bursts to the receiver in the pair. Thke CDE of the same path with the static scheme. The line
interval between each burst is 50 seconds. The nodes start y indicates paths with equal CDE values. A majority of
transmitting at 630 s. For each 10 minute burst, the nodes patine points in the plot are above the= y line. These points
randomly select a channel for communication. indicate paths that with the static scheme have higher CDE

In the scenarios presented above, BFS-CA is comparaglues than with the BFS-CA scheme. Consequently, paths
against a static assignment of channels. In the static caséh the static scheme are more channel diversified than with
called the “Static Multi-Radio” scheme, the default radiothe BFS-CA scheme.
operate on one channel. The first non-default radio on allFigure 5(c) is a plot of the average hop-counts for the two
multi-radio routers is tuned to a non-overlapping chan@él. multi-radio schemes in scenario 1 for the four topologidse T
the remaining routers that still have unassigned radios, thop-count with BFS-CA is higher than with the static scheme.
second non-default radio is tuned to a second non-overgppirhis is because WCETT, the routing metric in our evaluations
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Fig. 6. Results from scenario 2 where BFS-CA is comparednagahe static scheme in the presence of inter-flow intemfarebut without external
interference.

prefers a frequency diversified path over alternatives @y BFS-CA, the flows traverse paths that result in less inter-flo
be shorter. Because of the assignment strategies of the twirference than with the static scheme. Therefore, tharme
schemes, WCETT picks longer frequency diversified pathisroughput with BFS-CA is greater.

with BFS-CA than with the static scheme. , i ) i
) _In the third scenario, we consider the effect of varying

The above noted performance improvement of the staligyounts of interference on the performance of the mesh
scheme over BFS-CA is achieved only in an ideal scenagigy|qgies for the two multi-radio schemes. Figure 7 shows
where sources send fraffic to the gateway one at a timfe percentage difference in the mean throughput of the ten
Because of the assignment strategy in the static scheme, WRgp transfers achieved by the two schemes. In a majority
multiple sources transmit, flows to the gateway each traverss e cases, BFS-CA outperforms the static scheme. As
links tuned to the same channels, resulting in increased it average of the performance differences with varying the
terference between the flows. Consequently, the throughpiinper of interfering radios, BFS-CA performs better than
improvement with the static scheme is expected to be I§$3 static scheme by 42.14%, 31.14%, 15.75%, and 11.85%
than with the BFS-CA scheme. for topologies 1, 2, 3, and 4 respectively. BFS-CA's impmbve

This intuition is verified in scenario 2 wherein multipleperformance over the static scheme occurs because the mesh
sources transmit to the gateway at the same time. Figure &@)ters in the network topologies are able to detect the in-
plots the mean throughput obtained with the two multi-radicoreased interference and are therefore re-assigned byABe C
schemes. Clearly, BFS-CA outperforms the static schente.channels different than ones used by the interfering siode
Specifically, the throughput improvement is as high as 72% the case of topology 4, the unplanned distribution of mesh
with topology 2 and 48%, 60%, and 13% with topolofouters in the terrain space results in BFS-CA performiniy on
gies 1, 3, and 4, respectively. Figure 6(b) shows the CDEEghtly better than the static scheme. More noteworthyf$B
of the flows for the two schemes. Points lie in approximatel@A's performance in topology 3 (the grid topology) in which
equal numbers above and below the= y line. Although the throughput gains with BFS-CA is only marginally better
the flows in the two schemes are equally channel diversifigtian the topology 4 case. This is because in topology 3, the
the throughput with BFS-CA is higher because of reduceadesh routers and interfering networks are densely popiilate
inter-flow interference. Figure 6(c) plots the average khopnt the terrain space. Consequently, the interference faat-pf
with the two schemes. The average hop-count with BFS-QAe interfering networks is greater in the dense envirortmen
is slightly higher than with the static scheme. This is bseauAs a result, re-assignment of channels yields only minimal
of the assignment strategy used by BFS-CA. However, withroughput improvement with BFS-CA.



and F use a different ESSID and network IP address than A,

100 BFS—CA 100 BFS_CA B, C, and D. All radios are configured to operate at 11 Mbps.
5 " RTS/CTS is Qisabled._ _
- III For the entire duration of the experiment, the default mesh
0 0 is set to channel 1. We did not allow the re-assignment of
_ 50/ static Multi-Radio -50 Static Multi-Radio the default mesh channel during our experiments because our
E_loo 100 WUSB12 radios do not support dynamic reconfiguration in
S 4 8 12 16 20 24 28 4 & 12 16 20 24 28 ad-hoc mode. Node B is designated as the CAS. The CAS
£ Interfering Radios Interfering Radios informs nodes A, C, and D about the IP address range that
& (@) Topology 1 (b) Topology 2 belongs to the mesh network. At the start of the experiment,
§ the radios on E and F and the non-default radios on B and C
9 1% ers-ca 1001 Brs-ca are tuned to channel 6.
50 50 In the experiment, A sends 1024 byte UDP packets as fast as
oJ--—.ll oJ-.—l-l possible to saturate the path to D for a duration of 40 minutes
50 50 The interfering node E sends 1024 byte UDP packets as fast as
Ly e MultRade _igo| SR Muli-Radio possible to saturate the link to node F starting at 250 s until
4 & 12 16 20 24 28 4 5 12 16 20 24 28 the end of the experiment. At 1400 s, we manually switch
Interfering Radios Interfering Radios nodes E and F from channel 6 to channel 11 in order to
() Topology 3 (d) Topology 4 measure the response of our algorithm implementation to a

varying interference.

Fig. 7. Percentage improvement in throughput with BFS-QAtee to Static Figure 8 illustrates the throughput in terms of number of
Multi-Radio in the presence of interference. The numbemntdrfering radios packets received at D and F. From the figure, it can be clearly
is shown on the x-axes. seen that the throughput of the stream from A to Dnist
affected by the interfering stream. The reason is that the
links A-B and C-D are in interfering range of each other.

Our primary motivation in implementing a prototype is tadConsequently, these links form the bottleneck. As a result,
demonstrate the practicality of our proposed BFS-CA algnk B-C is able to consistently sustain the low number of
rithm and protocol. We evaluate the implementation in a spackets injected by A in spite of interference from link E-
node IEEE 802.11b testbed with the Linux 2.4.26 operatirg The drop in throughput every 300 seconds is because of
system. the periodic interference estimation performed by the non-

The prototype implementation consists of a router modutfefault radio on B and C. The estimation occurs for 9 seconds
and a CAS module. The router module is installed on ea¢B seconds times 3 non-overlapping channels). The thraughp
mesh router and implements the interference estimation amgler drops to zero because link redirection is performest ov
link redirection procedures as described in Section VI. Tihe default radios until the interference estimation castes.
perform RFMon sniffing, it invokes Linux utilities such asat the times indicated b$in the figure, the non-default radios
the iwconfigwireless utilities and théetherealpacket capture at B and C detect the interference and notify the CAS. At the
tool. The CAS module implements the BFS-CA algorithmimes indicated byA, the non-default radios are re-assigned
Interference estimation occurs every 5 minutes, and the-ch@& a channel not used by the interfering stream. The result
nel selection procedure is invoked every 10 minutes as in the the re-assignment can be clearly seen in the throughput
simulations. plot of the interfering network. After the first re-assignme

Because |IEEE 802.11b supports only three non-overlappithg link B-C switches from Channel 6 to 11. Consequently,
channels (1, 6, and 11), the performance improvement abe throughput of the interfering stream increases. At 1400
tained using the proposed solution in our testbed settingliisk E-F is manually assigned to channel 11. As a result, the
expected to be limited. We considered using Atheros basgnloughput drops. It increases again when link B-C switches
IEEE 802.11a radios. However, our testbed nodes use Linfggm Channel 11 back to Channel 6 due to the second re-
and ad-hoc modesupport in Linux drivers for IEEE 802.11aassignment.
radios is currently faulty [3].

All nodes in the topology are IBM R32 Thinkpad laptops.
The six nodes are each equipped with one Netgate NL-There exists a large number of studies that aim to address
2511CD PCMCIA radio. Nodes B and C are each equippéite capacity problem in wireless mesh networks. We summa-
with an additional Linksys WUSB12 USB radio. We use USBize a representative sample below.
extender cables for the Linksys radios. Nodes A, B, C, and DSeveral proposals focus on improving the IEEE 802.11
form a static multi-hop wireless network in a simple lineMAC protocol to support multiple channels [7], [11], [23].
topology, i.e., A cannot see C and D, B cannot see D, aifithe key advantage of such schemes is that only a single radio
vice-versa. Nodes E and F are interfering nodes positionsdrequired to support multiple channels. The disadvantage
roughly a meter away from B and C respectively. Nodes Bowever, is that they require changes to the MAC layer and the

VIIl. PROTOTYPEIMPLEMENTATION
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Real-World Performance of Carrier Sense.A6M Sigcomm Workshop
on Experimental Approaches to Wireless Network Design aralyais
Philadelphia, PA, August 2005.

] A. Jardosh, K. Ramachandran, K. Almeroth, and E. BgdinUn-

is that we assign channels based entirely on knowledge of

interference in the mesh network. Kyasanur et al. propose a _ _
] J. Katzela and M. Naghshineh. Channel Assigment SchéaneCellular

hybrid channel assignment solution for multi-radio wikse

ad hoc networks [16]. In this scheme, a subset of radios
on a router are statically assigned channels. The remainiAg
radios dynamically switch to the static channels assigmed [56]
neighboring routers in order to communicate with them. The
scheme requires that radios can switch between channels on Communications and Networking Conferenidew Orleans, LA, March
a per-packet basis. To the best of our knowledge, such radf'Pﬁ ﬁégsa'dhye’ S. Agarwal, V. Padmanabhan, L. Qiu, A. Rad, BnZill.

are not available in the marketplace.

Some mesh hardware vendors [2], [4] offer multi-radio

mesh routers that utilize proprietary channel assignme[rﬂgl
schemes. Therefore, we are unable to provide a fair compari-

son.

X. CONCLUSIONS

[19]

[20]
Multi-radio routers can significantly improve the perfor-

mance of wireless mesh networks. However, any static assign

ment of channels to the mesh radios can degrade network pett
formance because of interference from co-located wiraless

works. This paper presented BFS-CA, a dynamic, interfe&enézz]

aware channel assignment algorithm and corresponding{prot

col for multi-radio wireless mesh networks. BFS-CA imprevel23]
the performance of wireless mesh networks by minimizing

interference between routers in the mesh network and betwégs]
the mesh network and co-located wireless networks. The

proposed solution is practical and easily implementable.

5]

find that BFS-CA results in significant performance improve-
ments in the presence of varying interference levels, which

are validated through empirical measurements on a testbed.
As future work, we plan to evaluate BFS-CA on the UCSB
MeshNet [6], a thirty node multi-radio wireless mesh tedtbe

at UCSB.
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